
Observation on Facebook outage



Agenda

- What happened to Facebook

- What caused that

- What observation was made

- … now we have more



Facebook outage

● On 4 Oct, Facebook suffered a global outage

● Facebook, WhatsApp, Instagram and Oculus were unavailable for nearly 6 

hours

● Facebook’s down-time comes to more than 1.2 trillion person-minutes of 

service unavailability



Where have the traffic gone?



Facebook traffic dip

● From Kentik’s OTT service tracker show

○ Dropoff in volume of traffic by individual Facebook service

● According to statement published by Facebook

○ Misconfiguration on backbone routers results in withdrawal of some 

IPv4 and IPv6 prefixes 

○ IP addresses of Facebook’s authoritative DNS servers were also 

withdrawn, rendering themselves unreachable  



Facebook authoritative server a.ns.facebook.com

● Kentik’s BGP Monitor shows withdrawal event of prefixes 129.134.30.0/24 and 129.134.30.0/23



Facebook traffic breakdown – keep pressing the retry button

● Before the outage, UDP delivering traffic-intensive video

● During the outage, only DNS retries traffic seen

● Probably 3.5 billion Facebook users trying to reconnect to their services



Before and after the outage



How can we detect it?



Service monitoring

● Imagine can actively monitor network performance metrics

● A global fleet of agents designed to continuously monitor different 

services

● Alert notification can be setup to immediately alert user if something had 

gone wrong



Eyes from all over the World



Services monitoring

● Various timing metrics of different HTTP stages

○ domain lookup time

○ connect time

○ average HTTP latency

● Other metrics

○ HTTP status code

○ Average latency

○ Packet loss



HTTP service metrics



Performance metrics



The path to your services



A few days later …



From less traffic to more traffic
Microsoft Patch Tuesday



Anatomy of an OTT traffic surge

● The day of the month when Microsoft push updates

● These traffic events can pout a lot of load on a network

● You may want to ask “What specific OTT service is causing my peering link 

with a certain CDN to become saturated”



What do we know?

● The update traffic was almost 7.5 times of the previous day

● Delivered through Akamai (38%), Stackpath (17%) and Edgecast (16%)

● In terms of connectivity types, they are Private PNI (54%), Transit (22%), 

embedded cache (17.4%) and IXP (7.1%)



Traffic by CDN



Traffic by connectivity



What have we learned?

● In the world of Internet, nothing is unbreakable

● What measures we can deploy to detect outage

● What kind of data could help us to anticipate and fix service performance 

issues



The Kentik Blog
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